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Accurately quantifying the relationships between conditional and 

decision attributes is crucial for information systems to make well-

informed decisions. This work presents a novel approach to verifying 

class membership using Similarity Rough Set Theory (SRS) and a 

unique symmetry-based point of view. We apply SRS to model 

attribute interactions and their impact on overall class membership in 

detail. For determining the membership degree, two methods are 

provided: one that depends on individual attribute and the second 

method takes all attributes into consideration.  The efficiency of the 

proposed work with respect to the existing one is clarified by 

presenting a case study of higher education university information 

system. The results illustrates that the membership degrees obtained by 

individual and aggregated attribute are effective methods, indicating a 

good relations of class membership. In addition, it shows the practical 

effectiveness of the proposed technique by applying it on a large 

dataset of academic student marks. This work contributes in evaluating 

and verifying the class membership for more informed decision in the 

real-life applications. 
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Introduction 

Rough Set Theory (RST) is widely applied 

in handling data for various real-life 

applications, including rule extraction, 

knowledge discovery, and decision-making 

(World Health Organization, 2022). 

Recently, RST has seen significant 

advancements, along with a growing need to 

analyze and process large and complex 

datasets (Pawlak, 1991; Yao, 2018). It is 

regarded as a powerful tool for managing 

uncertainty in data, particularly within 

information systems. 

However, traditional applications of RST 

are constrained by their reliance on 

equivalence relations. To address these 

limitations, numerous extensions of RST 

have been developed, utilizing binary or 

alternative types of relations. In 1998, Yao 

introduced methods that led to the 

development of various interpretations of 

rough sets based on different relations, 

including reflexive (Abo-Tabl and El-

Bably, 2022). Similarity (Abo-Tabl, 2013; 

Dai et al., 2018) tolerance (Skowron and 

Stepaniuk, 1996), general relations (Abu-

Gdairi et al., 2021; El-Gayar and Abu-

Gdairi, 2024) and topological approaches 

(El-Bably et al., 2024; El-Gayar et al., 

2023; El-Gayar and El Atik, 2022;  

Hosny et al., 2024). RST applications have 

been explored in a variety of fields (Abu-

Gdairi and El-Bably et al., 2024; El-

Bably et al., 2023; Abu-Gdairi et al., 

2023; Taher et al., 2024a; Taher et al., 

2024b). Similarity Rough Set Theory (SRS), 

an extension of RST, integrates similarity 

measurements into information frameworks, 

enabling a more flexible approach to 

modeling relationships between classes and 

data points (Liu et al., 2022; Yao, 2003). 

SRS offers a more specialized and effective 

method for analyzing large datasets, where 

traditional RST techniques may fall short 

(Hu et al., 2020; Zhang and Miao, 2004). 

Some key advantages of SRS in data-driven 

environments include: 

 Membership Determination: SRS 

provides an efficient method for estimating 

membership degrees for classes, thereby 

enhancing decision-making capabilities (Yao, 

2021). 

 Enhanced Data Analysis: SRS enables 

comprehensive analysis by capturing intricate 

relationships within complex and large data 

structures in information systems (Zhang, 

2020). 

 Performance: SRS evaluates individual 

contributions of class elements with nuanced 

assessments, resulting in improved 

performance and accuracy (Wu et al., 2023). 

This paper contributes to information system 

analysis and decision-making through the 

following methods: 

1. Developing a framework that offers a 

more accurate representation of attribute 

relationships compared to existing techniques. 

2. Applying two membership calculation 

strategies:  

o Focus on individual attribute symmetry. 

o Consider the collective symmetry of all 

attributes. 

This provides users with a flexible approach 

to select the best method based on the data's 

characteristics. 

3. Conducting a comprehensive case study to 

demonstrate the framework's effectiveness. 

Specifically, we showcase how the proposed 

framework outperforms existing methods in 

identifying student performance levels within 

a university development information system, 

highlighting its practical utility and 

robustness. 

The broader implications of this research 

extend beyond student performance analysis. 

Our framework is a versatile tool for evaluating 

and improving information systems across 
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various domains, including healthcare, finance, 

manufacturing, and e-commerce. By equipping 

decision-makers with a clearer understanding 

of attribute relationships, this research 

facilitates more informed choices, enhanced 

system performance, and better outcomes 

across diverse applications. 

The remainder of this paper is organized as 

follows: 

 Section II discusses relevant literature and 

preliminaries. 

 Section III introduces a novel dissimilarity-

based approach for validating class 

memberships in information systems. 

 Section IV presents a case study analyzing 

student grade data to evaluate the effectiveness 

of the proposed approach. 

Section V concludes the paper and outlines 

future work. 

PRELIMINARIES 

Definition II.1 (Yao, 1998) Let U be the 

universe set and an equivalence relation S ⊆ U 

× U. Let A be a subset of U. Let S (x) be the 

equivalence class on U. The lower and upper 

approximations of A are given as: 

 

 

 
Boundary region of A  

 

 
The pair  is called a rough set.  

Example II.1:  

Table (1) contains IS data about 20 students, 

including their grades in coursework, midterm 

exams, final exams, and their final overall 

grade. 

 

 

 

  

 ,   

 

Boundary region of A:  

 
The pair  is called a rough set. 

Figure (1) illustrates the rough set and 

boundaries. 

 

Fig. (1): Rough set and Boundaries 

Table (1): IS data about 20 students 

 

Definition II.2 (Skowron and Rauszer, 

1992): Let an information system, denoted 

as IS = (U, A), is a tuple consisting of: 

U: A non-empty finite set of objects called 

the universe. This represents the entities or 

data points within the system. 

 
A: A non-empty finite set of attributes 

called the attribute set. These are the 

features or characteristics used to describe 

the objects in the universe. 

 
V: The set Va is called the value set of a 

such that U  Va, a ϵ A. The set of 

attributes can be classified in two subsets C 

 A and D = A – C where: 
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C: A subset of A called the conditional 

attribute set. These are the attributes used to 

predict or categorize the objects in the 

universe. 

D: The complement of C in A, also called 

the decision attribute set. This is the 

attribute or set of attributes that represent 

the target variable or class labels of the 

objects. 

Example II.2:  

For our IS data that illustrates in Table (1), 

 

 

 

 

 

Definition II.3. (Pawlak, 1998) Assume IS 

= (U, A) is an information system and ϕ ≠ S 

⊆ U. The Rough membership function for 

the set X is 

 
Example II.3. Let IS = (U, X) be an 

information system that shown in Table (1). 

Let  

 

 

 Let the students who 

has final grade ―A‖ 

C, A, C} this is the chosen 

conditional attributes such that coursework 

―C‖, Midterm ―A‖, and Final Exam ―C‖. 

Repeat for F, F, F} 

 

For F, F, F}, it is the chosen 

conditional attributes such that coursework 

―F‖, Midterm ―F‖, and Final Exam ―F‖. 

 

Definition II.4 (Rico et al., 2022): To 

calculate the dissimilarity between the two 

things, let’s say that ak attributes for two 

elements (i,j) described by aki, akj. Matches 

for these two objects define the degree of 

dissimilarity between them: 

 
Example II.4. For S11 and S12 in Table (1), 

we can calculate the similarity between these 

two students as follows: 

 

MEMBERSHIP BASED ON SIMILARITY 

This objective of this paper is to generate a 

matrix that represents the dissimilarity 

relation using different attribute choice sets, 

and then use the dissimilarity degrees to 

generate a membership function for scenarios 

involving multi-class scenarios. 

Definition III.1  

Let us define 

1- For given IS data U 

 
2- The attribute set.  

 
3- The selected attribute decision set 

 

 
4- The dis-similarity relation between 
two elements (i,j) for certain attribute (k). 

 
5- The total dis-similarity weight 

between the elements (i,j) for the 

selected attributes decision set 

 

6- The information class set that the 

rough membership function will be 

calculated  
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Such that  are common 

in certain decision attribute.  

7- The membership function of the 

class X based on the total dis-similarity 

weight values for each element in 

information system 

 

Case study Evaluation 

In this section we will apply and enable 

informed decision-making through accurate 

membership degree function calculation by 

using the novel dis-similarity-based method 

for validating element class membership in 

information systems.  

Example IV.1 

Regarding the data system depicted in Table 

1, we have 20 student data set U: 

 

 
With set of attributes  

 
Case (1) Individual Attribute Membership 

Degree Evaluation 

For each individual attribute decision 

set, we calculate its dis-similarity matrix to 

obtain the membership function of certain 

class set. We firstly will apply the selected 

attribute decision set for first attribute such 

that:  

Attribute Dis-similarity Matrix Calculation: 

We create a matrix that captures the dis-

similarities between an attribute. This 

matrix quantifies how different attributes 

are from each other, providing a foundation 

for membership function evaluation. Table 

(2) shows coursework dis-similarity matrix. 

 

Table (2): Coursework Dis-similarity Matrix 

 
Using the dis-similarity matrix, we get: 

 
We select classes in multiple ways based on 

the significance of  

Secondly will apply the selected attribute 

decision set for second attribute such that: 

 
Table (3) shows the Midterm dis-similarity 

matrix for all elements in Table (1). 

Third, we will apply the selected attribute 

decision set for third attribute such that: 

 
Table (4) shows the final exam dis-

similarity matrix for all elements. 

Now based on Definition III.1 we calculate 

proposed membership degree and Pawlak’s 

degree for each attribute dis-similarity 

matrix individually for  and the 

selected information class set X is the 

students who has final grade ―B‖ such that: 
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Table (3): Midterm Dis-similarity Matrix 

 
 

Table (5) shows the membership degree and 

Pawlak’s degree for each attribute dis-

similarity matrix individually and illustrates 

how our proposed method is accurate 

compared with Pawlak’s degree that 

displays same value along all data elements.  

 

 

Table (4): Final Exam Dis-similarity Matrix 

 
 

 

Table (5): The Membership Degree and Pawlak’s 

Degree for each attribute Dis-similarity Matrix 

individually 

 

Case (2) Aggregated Attributes Membership 

Degree Evaluation 

We will apply the selected attribute decision 

set for all attribute such that: 

 
Table (6) shows all attributes dis-similarity 

matrix for all elements in Table (1). 

Based on Definition III.1 we calculate 

proposed membership degree and 

Pawlak’s degree for all attribute dis-

similarity matrix for  and the 

selected information class set X is the 

students who has final grade ―B‖ such 

that: 

 
Compared to earlier approaches, the idea 

presented in this paper offers a new way 

to find the function of membership by 

calculating the average of degrees of 

symmetry by either individual attribute or 

by all attributes. This approach results in 
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more accurate approximation evaluation 

and decision-making. 

 

 
 

Table (6):  All attributes Dis-similarity Matrix 

 
 

Table (7): The Membership Degree and Pawlak’s 

Degree for all attribute Dis-similarity Matrix. 

 
By comparison between calculated average 

membership degree for individual attributes 

in case 1 and calculated membership degree 

for all attributes case (2) we found that they 

are approximately equal as shown below in 

Table (8) and Fig. (2):  

 

Table (8): Comparison between calculated 

Average/ All attributes Membership Degrees 

 
 

 

Fig. (2): Comparison between calculated 

Average/ All attributes Membership Degrees. 

Furthermore, we showcase the practical 

utility of our method by successfully 

identifying Membership Degree within a 

large dataset of academic grades contains 

200 students as shown in Fig. (3). 
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Fig. (3): Comparison between calculated 

Average/ All attributes Membership Degrees for 

large data set 

CONCLUSION  

This paper presents a novel SRS-based 

method for validating element class 

membership in information systems. Our 

approach demonstrates remarkable efficacy 

in both capturing attribute relationships and 

calculating membership degrees, even when 

compared to existing techniques. The 

similarity between individual and aggregate 

membership calculations adds robustness, 

while the case study and large-scale student 

performance evaluation highlight the 

practical feasibility and effectiveness of our 

method. This nuanced, context-aware 

approach has the potential to empower 

informed decision-making and performance 

improvement across various information 

systems, paving the way for future 

applications with enhanced accuracy and 

better-informed decisions. In our future 

work, we will discuss the proposed methods 

in other fields such as (Abd El-Monsef et 

al., 2014; Abd El-Monsef et al., 2017; Al-

Shami et al., 2020; Lu  et al., 2021). 
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 "التقريببت التشببهيةالتحقق هن درجة انتوبء الفئة في نظن الوعلوهبت ببستخذام نظرية "

 (2)، هصطفي الجيبر (1)شهبة قنذيل

 لسى انعهىو الأسبسيت، انكهيت انكُذيت انذونيت، انمبهشة، يصش (1)
 لسى انشيبضيبث، كهيت انعهىو، جبيعت دهىاٌ، دهىاٌ، يصش (2)

انًعهىيبث لاتخبر لشاساث ذ ليبس انعلالبث بذلت بيٍ انسًبث انششطيت وسًبث انمشاس أيشًا ببنغ الأهًيت لأَظًت ُع

 (SRS) يستُيشة. يمذو هزا انعًم َهجًب جذيذًا نهتذمك يٍ عضىيت انفئت ببستخذاو َظشيت انًجًىعبث انتمشيبيت نهتشببه

نًُزجت انتفبعلاث بيٍ انسًبث وتأثيشهب عهى عضىيت انفئت بشكم  SRS ويُظىس فشيذ يعتًذ عهى انتًبثم. َمىو بتطبيك

نعضىيت، يتى تمذيى طشيمتيٍ: الأونى تعتًذ عهى انسًبث انفشديت، وانطشيمت انثبَيت تأخز جًيع يفصم. نتذذيذ دسجت ا

انسًبث بعيٍ الاعتببس. يتى تىضيخ كفبءة انعًم انًمتشح يمبسَت ببنُهج انذبني يٍ خلال تمذيى دساست دبنت نُظبو 

تى انذصىل عهيهب ببستخذاو انسًبث انفشديت  يعهىيبث جبيعي نهتعهيى انعبني. تُظهش انُتبئج أٌ دسجبث انعضىيت انتي

وانًجًعت هي طشق فعبنت، يًب يشيش إنى علالبث جيذة نعضىيت انفئت. ببلإضبفت إنى رنك، تُبشص انفعبنيت انعًهيت نهتمُيت 

انًمتشدت يٍ خلال تطبيمهب عهى يجًىعت بيبَبث كبيشة نعلايبث انطلاة الأكبديًييٍ. يُسهى هزا انعًم في تمييى 

 .نتذمك يٍ عضىيت انفئت لاتخبر لشاساث أكثش استُبسة في انتطبيمبث انىالعيتوا

 


