DJS Vol. 38 (2017) 74- 80

Delta Journal of Science 5HEBRS

Available online at
https://djs.journals.ekb.eg/ e~

Detta Jowrnal of Science

bt

Research Article

A Fuzzy Approach for Solving Fractional Programming Problems
E.A.Younessl, E. F. Ibrahim?,
!Department of Mathematics Faculty of Science, Tanta University, Tanta, Egypt.

Abstract In this paper we describe a fuzzy approach for solving nonlinear fractional programming problem with linear
constraints (NLFPP). In the proposed approach, the objective function is transformed into linear function by using
Taylor’s theorem and the considered NLFPP is changed into equivalent linear programming problem (LPP) which it
can be solved as a linear programming problem. The proposed approach is based on choosing three initial points inside
the feasible region which enable us to generate a new point at which the value of objective function is better than the
previous value, and so on to reach the best approximation of optimal solution.

1-Introduction :

Fuzzy programming is a kind of optimization
problems under uncertainty. On the other hand, fuzzy
programming considers parameters as fuzzy numbers
and constraints are treated as fuzzy sets. Some
constraint violation is allowed and the degree of
satisfaction of a constraint is defined as the
membership function of this constraint.

Many of the developments in the area of fuzzy
mathematical programming are based on Bellman and
Zadeh [2]. This field has been recently popularized by
the work of Zimmermann [9].

Fractional programming (FP), which has been used as
an important planning tool for last four decades , is
applied to different disciplines such as engineering
,business, economics, Fractional programming is
generally used for modeling real life problems with
fractional objective such as profit / cost,
inventory/sales, actual, cost / standard cost /and output
employee etc. [3,5]

The optimization is the science of determining the best
solution to certain mathematically defined problems
.An objective function defined by a set of decision
variables is used to determine the goodness of a
solution . the optimal value of the objective function
represents the best solution to the problem . Many
practical problems can be modeled by an objective
function and hence, optimization problems can occur
in many areas of research [6].

There are many techniques available for the solution
of a constrained

nonlinear programming problems, These techniques
like method of Zoutendijk [10,11] and the method
introduced by Youness, E.A.,S.Z.Hassan and Y.A. El-
Rewaily [7] and others, for more details see[1].
2-Problem Formulation and the Solution
Concept :

Let us consider the following fractional programming

problem can be formulated as:
Ey:

CT x+a

dTx+pB

max F(x) = f(x) +

Where dTx+ 8 >0
Subject to:
x EM

Where F(x) is a real-valued convex objective
function and

cT,d? € R", a, € R. Furthermore, M is the
feasible region and might be, in the form:

M={x€eR" g, (x)<0,x=0,},

Where f(x) is a convex function and g, (x) < 0,r =
1,2,...,m are linear functions.

Let us define a membership function u: M — [0,1] for
the objective function F(x) of (NLFPP) with an
aspiration level ¢ as follows [4] :

If F(x) S ¢ then

p(x)
1 , if F(x)<?
t—F(x) . _
= - if ¢ <F(x)<t
0 , if Fx)<t

Orif F(x) =¥ then

1, if F@x)=¢
O = A ORY]
0 , if  F<t
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Where t and ¢ are the upper tolerance and lower
tolerance limit for the fuzzy goal for the objective
function F(x) . By using Zimmermann Max-Min
approach [8], the problem Ej is transformed into LPP
as given below:

( " ulx*
VMxma)=mmzuuv+ 3 - xny 250
E = i
1 o 1
k x€EX={g,(x)<0,x=>0,x" € R"}
And
(1 , if F(x)>¢
F(x)—t .
ulx) = {ﬁ, if t <F(x)<¢
(o o if F(x)<t

To find the solution of problem E; , we
formulate a sequence of sub problems E, in ¢ € R
as follows.

Choose xi,x2,x3 € M, and calculate the
corresponding values of the objective function at these
points, p;(x%), p;(x2),p1(x3) and form the function:

d(a) =p; (62 + a( xp —xD)).
Consider the order:

p1(xie) < p1(R) < pr (%)
The set of constraints for sub problem k becomes

N={a€R,¥.(a)= g, (x2 +a( x} —x})) <0,
r=1,2,..,m}

For value @ € R which is a solution to the sub
problems Ej ,

Max®(a)
s.t
N={aeR ¥ (a) = gr(xlz + a( X,% - xl?))
<0,r=1.2,..,m}
We obtain anew point X5; = xZ + @ (xi — x3),
we can exclude one point, of the three points chosen
before, that corresponding the minimum value of Ej
3- Main results
Lemmal :if M c R" is a convex set then for any
xt,x2, x5 €M,

Ex

N={a€R: ¥.() = g, (x2 +a( x} —x)) <
0,r=1,2,..,m} isaconvex

Proof :
Let a, @ ER,0<1A<1
Then Y.(lad + (1 -1)a)

=g, (x+@a + A - DA xj —x))
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_ xi+Aa (xi—x3)+
S\ a-mal k- x)

_ </1(x,§+c_z(x,1—x,§))+)
"\A-Dacag+ (xp—x)

Since x2 + @ ( x} —x2) € M, then from linearity
of g, we have

W& +(1-Da) = Ag, (x} +
a(x—x))+A-Dg(x2+(xp—xD) =
AW (@) + (1— )P, (@) <0

So N is a convex

Lemma 2 : If@d € N is the solution for the
problem E; then :

o(a) =p(xp),i= 1,2,3.

Proof :
Since @ € R is the solution (maximum) for the
problem E;
d(a) =p(a),Va €N
ie.

p(x2+a( xt —x2)) = pxZ + al xt —x2),Va
EN

Where 0 € N then
p(xz +a( xi—x3)) = p(xd) = p(xi) = (i)

Lemma3 : If @ =0 € N is the solution (maximal
point) for the problem E;and @ € N is the minimal
point for the problem E; then: ¢ (@) >

miin p(x),i= 1,2,3.

Proof :
Assume x; € {x;, X5, X3} such that
p(x;) =minp(x;),i = 1,23
L

We consider two the following problems:

‘e
Min @ (a)
E, a €N
@ (a) = p(x;)

Let @ be the solution of E, then we will prove that @
is a solution of E,

Suppose that @ isn't a solution of the problem E; then
there exists a@* € N Such that ® (a*) < ®(&) but
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@ (a*) = p(x;), which contradicts that @ is the
solution of E; . So ®(@&) is satisfied that

¢@) 2 minf(x;),i= 1,2,3
1

Lemma 4 :

If u(g)=1or, p(xes1) <p(xe ), F(xi1) <
F(x; ), then then there is no a solution of E,
different from X

Proof :
Suppose that X €N ,isasolution of E; then
F®)>F(x),i= 123..k

And from the definition of the membership function ,
we get

u@)>ulx),i= 1,23..,k

So X represent X,,; hence u(x) = u(x 1) >
uw(@),i= 1,23k

Which is a contradiction .Hence, there is no a solution
of E, different from x;

4-The Algorithm

Can be explained in these steps :

Step 1: Determine the vertices of the feasible region,
x* = {x{,x;,..,x, } forthe objective function
F(x) where n is the number of variable

Step 2: Calculate the upper tolerance and lower
tolerance limit £ and ¢t for the fuzzy goal for the
objective function F(x)

Step 3 : Construct u(x) as follows:

if F(x) S ¢ then

p(x)
1 s if Fx)<7?
t—F(x) . _
= = if ¢ <Fx)<t
0 , if F(x)<Ft
Orif F(x) =¥ then
u(x)
1 , if F(x)=+¢
— F(x)—_z f t <F( )<{
=\z-¢ ’ i t <F(x) <
0 , if F(x) <t

Step 4 : Transform The problem into the form

77

LN IED)
m@r = )+ ) = x )T
1 i=1
s.t
kxEX={gr(x) <0,x=>0,x" € R™,
Step 5:

Let I; ={x;,x;,x3} € M then calculate
p1(x),i =123 wherep;(x;) <p;(x3) <pyi(xz)

Step 6:
Let X = x, + a (x; —x3) then form
®( a)=p x,+ a (x; —x3)] and function

V(@) =gr [+ a(x—x3)] ,r=123,....m

Step 7:
Solve
Max®(a)
s.t
Bk N={aer, ¥ (@ =g, (xt+a( xt—x2)) <0
,r=1,2,..,m}

Let & is the solution

Step 8:

Change x, € I; where p; (x;) > p,(x;) with
x¥= x+ a(x; —x3)and f(x) > f(x;),
u () > p(x,) then we obtained I, and go to step 4

If @ =0 then go to step 9

Step 9:

Determine Min @(a) on N ,let@ = @ then change
x, € Iy where p;(x;) > p(x;) with® = x, +
a (x, —x3) then we obtained [, and go to step 6

Step 10: (stopping point)

x¥ € I, where p;(x§) > py(xF) with X771 = x5 +
a (xf —x§) and p (Fizr) < u(@o), f Fiar) <
f(xx) then stop

Orif u (Xg4+1) = 1 then stop

5-An Illustrative Example :

In this section, illustrative examples are given to clarify
the proposed solution algorithm

The problems to be solved here are the following
Nonlinear programming problems by using a fuzzy
approach: [1]
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Max f(x) =x12+x22+M
x,+1
s.t
x1 <6,
x, <6,

2x+x, <9,

—2x+x, <5
X1 — Xy, <5,
X1,%, =0,

The solution steps of this problem due to the algorithm
indicated as follows:

If the fuzzy aspiration level of the objective function is
-5 then find x to satisfy the following fuzzy goal,

fx) = -5

The tolerance limit for the fuzzy goal is 30.25
respectively, the membership function for the fuzzy
goal is :

u(x)
(1 , if Fx)=¢
F(x)—t ) C < FOO) <2
- { _E ) lf t = x) <
Lo if FGx) <t
ie
ux)
1 , if F(x) = 30.25
X2 4 x2 4 2ET5%278 xlx_i"lz‘s +5
= 1 it < <30,
l 350 , if =5 < F(x) <30.25
0 ) if F(x) < -5
ou(1.5,6)
ue) = p(1.56) + (= 15) —— + (%
1

P ou(1.5,6)
) dx,

u(x) = 0.1986x; + 0.3064 x, — 1.1363
We get LPP:
Max p(x) = 0.1986x; + 0.3064 x, — 1.1363
S.t

x <6,

2x1+x2S9.

—x;+x, <5,
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X1,%, 20,

X1 — X2

<5,
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Table 1 the result of illustrative example

(p(x) x=
. . + _ _
Iteration Points p(x.) *2 F(x X
<pa) | aGr- | FO | EO
< px;) x1)
X1 p(xy)
=(15) | =0.5943
*2 p(x;) 156) |3025] 1
h —056) | =0.8014 | 159 :
X3 p(x3)
= (2,5) =0.7929
In table 1we observed p(x) = 1 so the optimum
maximum value is 30.25 at (x;x,) =(1.5, 6) .
Table 2 the result of illustrative example
p(x;) x=
Iteration Points < p(xy) X, + F(@) 1163
< plg) a(x, — x3)
PO B
X, = (2.8,3.4) =0.0638
L *: = (05) i(gisls (0307,5.616) | 15387 0.58
p(xs)
=0.3957
x, = (0,5) p(x)
X, =0.3957
=(0307,5.616) | p(x,)
I, o (2834) P eas | 2464508 | 21044 | 074
p(xs)
=0.4615
x, = (2.83.4) plx;)
X =0.4615
= (2.246,4.508) p(x,)
I - D o1 (0.568,5.999) | 22369 | 0.78
= (0.307,5.616) p(x;)
= 0.645
X pCx1)
= (0.307,5.616) = 0.645
I, o (0.568,5.999) 2(3.28)146 (1.873,5.25) 25.152 0.86
X3 p(x3)
= (2.246,4.508) =0.691
X p(x)
= (2.246,4.508) =0.691
Is ’;2(1873’5'25) ’;(&)44 (1.03,5.999) 27.09 0.9
X3 p(xs)
= (05685.999) | =0.8146
X p(x)
= (0.568,5.999) | =0.8146
I ’;2(1.03’5_999) ’;(’éfg% (1.714,5.615) 27.65 0.926
X3 p(xs)
= (1.873,5.25) = 0.844
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X1 p(x,)
= (1.873,5.25)

=0.844
L ’:(1'714 5.615) ’;(&)24 (1.28,5.99) 2857 | 0.952
X3 p(xs)
= (1.03,5999) =0.906
x p(x)
Iy = (1.03,5.999) =0.906 | (15855820 | 20017 | 0.96

x, = (1.28,5.99) p(x;)
X =0.952
= (1.714,5.615) p(x;)

= 0.924
X p(x)
= (1.5126,5.975) =0.994 (1.4815,5.999) 30.1116 0.996
I X2 plxz)
19 = (1.5098,5.98) =0.9958
X3 p(xs)
= (1.714,5.615) = 0.9954
X, p(x)
= (1.714,5.615) = 0.9954 (1.48,5.9999) 30.1086 0.9957
I x; p(x;)
20 = (1.4815,5.999) =0.996
X3 p(xs)
= (1.5098,5.98) = 0.9958
In table 2 we observed p (X39) < u(X19), f(350) <
f(x15) then stop,

So the optimum maximum value is 30.1116 at
(12, ) =(1.4815,5.999) .

6-Conclusion:

This paper has discussed a fuzzy approach for solving
nonlinear fractional programming problem with linear
constraints. By using Taylor’s theorem the NLFPP is
converted into equivalent linear programming problem
(LPP) which it can be solved as a linear programming
problem. The presented algorithm has fined the point at
which the value of objective function , based on
choosing three initial points inside the feasible region
which enable us to generate a new point at which the
value of objective function is better than the previous
value, and so on to reach the best approximation of
optimal solution.
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