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Abstract: A new two-parameter truncated Lindley Gamma distribution (TLG) is proposed and its properties are 
studied. These properties include; the behaviour of TLG density function and hazard rate function, moments and the 
associated measures, reversed hazard function, mean residual life, Lorenz and Bonferroni curves. Point estimation of 
the parameters using the maximum likelihood and method of moments. Moreover, the interval estimation is 
investigated. Simulation schemes are carried out to examine the bias and mean square error of the estimators. Finally, a 
real data application illustrates the performance of TLG and compared with some well- known distributions. 
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1. Introduction 

A lifetime distribution represents an attempt to 

describe, mathematically, the length of life of a system 

or device. With the advancement in technology, new 

and complex types of consumable items are being 

produced every day. To model the failure data of such 

types of new devices we need more plausible statistical 

distributions to be considered as lifetime and reliability 

models.  

Numerous other parametric models have also been 

suggested and used in the analysis of lifetime data. 

Most of them are positively skewed statistical 

distributions with range restricted to positive part of the 

real line. Among others, exponential, gamma, Weibull 

and lognormal are most frequently used lifetime 

models. Pareto, Burr and half normal have also been 

used to model lifetime data. In addition, Lindley 

distribution is considered one of the famous 

distributions for lifetime data. It was first proposed by 

Lindley [10] in connection with the fiducial 

distribution and Bayes theorem. It was compounded 

with Poisson distribution, by Lindley [9] and later by 

Shankaran [14]. In a recent study, Ghitany et al. [5] 

have discussed Lindley distribution in detail with its 

applications and real data example. For more detail of 

these distributions, see Lawless[7] Mann et al. [11], 

and Sinha[15]. 

In reliability studies a sample of n items is put on test 

and the experiments is terminated when all of them 

fail. This procedure may take a long time when the 

lifetime distribution of items has thick tail. Moreover, 

if the items are expensive such as medical equipment, 

it is costly to gather the whole sample information. 

There are many situations where experimental units are 

lost or removed from the test, before the complete 

failure. For example, the individuals in units may 

accidentally break. In other scenarios, the experiment 

may have to be terminated in order to free up testing 

facilities for other purposes. For these situations, the 
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truncated distributions are quite effectively used where 

a random variable is restricted to be observed on some 

range and these situations are common in various 

fields.  

Many researchers, therefore being involved to the 

problem of analyzing such truncated data encountered 

in various disciplines, proposed the truncated versions 

of the usual statistical distributions. Singh et. al.[16] 

introduced Lindley distribution with truncation. Ahmed 

et al. [2] discussed the application of the truncated 

version of the Birnbaum-Saunders (BS) distribution to 

improve a forecasting actuarial model and particularly 

for modelling data from insurance payments that 

establish a deductible. Aban et al. and Zaninetti et al. 

[1,17] discussed the application of the truncated Pareto 

distribution to the statistical analysis of masses of stars 

and of diameters of asteroids. The truncated Weibull 

distribution has been found to apply in various fields 

such as to analyze the diameter data of trees truncate 

data specific threshold level, to model the diameter 

distribution of forest, to characterize the observed 

Portuguese fire size distribution, to seismological data, 

etc. For more detail on the truncated Weibull 

distribution and related references readers may refer to 

Murthy et al.[12] covered the subject of Weibull 

distribution and recently published article Zhang et al. 

[18] based on the truncated Weibull distribution. 

This paper is organized as follows: Section 2 introduces 

the main structural prperities include; the probability 

density, cumulative distribution functions. In Section 3, 

the hazard, survival, mean residual life functions are 

derived and studied. Section 4 includes the moments and 

the associated measures of TLG. Characteristic and 

moment generating function are obtained in Section 5. 

Lorenz and Bonferroni curves are derived in Section 6. 

Section 7 includes the point and interval estimation of 

TLG parameters. The order statistics is derived in 

Section 8. Section 9 includes the simulation study for 

TLG. Finally, a real life application is illustrated in 

Section 10. 

2. Structural Properties 

2.1. Probability density function 

A non-negative random variable 𝑋 is said to have the 

TLG distribution with parameters 𝜃, 𝛽, if its probability 

density function (pdf) is given by:  

            𝑓(𝑥; 𝜃, 𝛽)  =  Lindley (𝜃, 𝛽) +   Gamma 

(2, 𝜃, 𝛽) 

                       =
𝜃

1 + 𝜃

𝜃 (1 + 𝑥)

𝜃(1 + 𝛽) + 1
𝑒 ( )

+
1

1 + 𝜃
𝜃 (𝑥 − 𝛽)𝑒 ( ) 

𝑓(𝑥; 𝜃, 𝛽)    = ((𝑥 − 𝛽) +
( )

( )
)𝑒 ( ); 𝑥 >

𝛽, 𝜃 > 0, 𝛽 > 0                 (1) 

The behavior of the p.d.f. of TLG distribution at 𝑥 = 𝛽 

and at infinity are given by  

𝑓(𝛽) =
( )

( )( ( ) )
      ,      lim

→
𝑓(𝑥) = ∞ 

Theorem 1. 

The p.d.f.𝑓(𝑥) in (1) of TLG distribution is 

(a)decreasing if 𝜃 > 1, 𝛽 > 0, 𝑥 > 𝛽 

 (b)unimodal if 0 < 𝜃 ≤ 1 ,𝛽 > 0 , 𝑥 > 𝛽 

Proof. 

The first derivative of 𝑓(𝑥) is obtained from(1) as: 

𝑓′(x) = (𝑒^((−𝑥 + 𝛽)𝜃) 𝜃^2 (1 − 𝜃(−2 + 𝑥 + 𝜃

+ 𝑥(2 + 𝛽)𝜃 − 𝛽(2 + 𝜃

+ 𝛽𝜃))))/((1 + 𝜃)(1 + 𝜃 + 𝛽𝜃)) 

By solving  𝑓 ′(x) = 0 , for 0 < 𝜃 ≤ 1  , 𝛽 > 0  ,  𝑥 >

𝛽, the mode 𝑥 is  

𝑥 =
1 + 2𝜃 + 2𝛽𝜃 − 𝜃 + 𝛽𝜃 + 𝛽 𝜃

𝜃(1 + 2𝜃 + 𝛽𝜃)
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Where, the second derivative of 𝑓(𝑥) is given by 

𝑓′′(x) = (𝑒^((−𝑥 + 𝛽)𝜃) 𝜃^3 (−2 + 𝜃(−4 + 𝑥 + 𝜃

+ 𝑥(2 + 𝛽)𝜃 − 𝛽(3 + 𝜃

+ 𝛽𝜃))))/((1 + 𝜃)(1 + 𝜃 + 𝛽𝜃)) 

And𝑓′′(x) at the point 𝑥 is : 

𝑓′′(𝑥 ) = −

( ( ) )
( ) ( ( ) )

( )( )
< 0   ,then 

 𝑓(𝑥) has aglobal maximum at point𝑥 .Moreover, 

ln 𝑓(𝑥) = 2 ln(𝜃) − ln(1 + 𝜃)

+ ln((𝑥 − 𝛽)(𝜃(1 + 𝛽) + 1)) + 𝜃(1

+ 𝑥))

− ln (𝜃(1 + 𝛽) + 1) − 𝜃(𝑥 − 𝛽) 

𝑑 ln 𝑓(𝑥)

𝑑𝑥
=

1 + 2𝜃 + 𝜃𝛽

(𝑥 − 𝛽)(𝜃(1 + 𝛽) + 1) + 𝜃(1 + 𝑥)
− 𝜃 

𝑑 ln 𝑓(𝑥)

𝑑𝑥
= −(

1 + 2𝜃 + 𝜃𝛽

(𝑥 − 𝛽)(𝜃(1 + 𝛽) + 1) + 𝜃(1 + 𝑥)
)  

Hence, 𝑓(𝑥)  could attain a maximum, or a point 

inflection where 
( )

< 0 and if 𝜃 > 1 , 𝛽 > 0  , 
( )

< 0  then 𝑓(𝑥)  is monotonically decreasing 

∀𝑥 > 𝛽. 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2. Cumulative Distribution Function 

The cumulative distribution function (c.d.f) of TLG 

distribution: 

𝐹(𝑥) = 1 − 𝑒 ( ) 1 +
( )( )

( )( )
 , 𝑥 >

𝛽, 𝜃 > 0, 𝛽 > 0 (2) 

2.3. Quantile Function  

Let 𝑋 denote a random variable with TLG density 

(1).The quantile function,𝑄(𝑝) , defined by 𝐹 𝑄(𝑝) =

𝑝 is the root of the equation; 

β = 0.01 

β = 10 

𝑥 

𝑥 

𝑓(𝑥) 

𝑓(𝑥) 
β = 2 𝑥 

𝑓(𝑥) 

𝑥 

𝑥 

𝑥 

Fig. (1): p.d.f. of the TLG at different parameter values 

β = 0.01,0.1 < 𝜃 < 0.5 

β = 10,0.1 < 𝜃 < 0.5 

 

θ = 0.1 

θ = 0.5 

θ = 1 

θ = 0.3 
θ = 0.5 

θ0.7 θ = 5 

 

β = 2, 1 < 𝜃 < 5 
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𝑄(𝑝) = (−1 + 𝜃(−2 + (−1 + 𝛽)𝜃 + 𝛽θβ) − (1 + 2𝜃

+ θβ)ProductLog[(𝑒^(−((1 + 𝜃)(1

+ 𝜃 + 𝛽𝜃))/(1 + 2𝜃 + θβ)) (−1

+ 𝑃)(1 + 𝜃)(1 + 𝜃 + 𝛽𝜃))/(1 + 2𝜃

+ θβ)])/(𝜃(1 + 2𝜃 + θβ)) 

3. Reliability Measures 

3.1 Survival function 

The reliability (survival) of  TLG is defined by 

              𝑆(𝑥) = 𝑒 ( ) 1 +
( )( )

( )( )
 , 𝑥 >

𝛽, 𝜃 > 0, 𝛽 > 0                       (3) 

3.2 Hazard rate function 

The hazard (or failure) rate function is defined 

as  ℎ(𝑥) =
( )

( )
,  

              ℎ(𝑥) =
( ) ( )

( ( ) ( ) )
 , x >

𝛽 , 𝜃 > 0, 𝛽 > 0 (4) 

The behaviour of ℎ(𝑥)  at 𝑥 = 𝛽   and at infinity 

respectively,is given by  

ℎ(𝛽) = 𝑓(𝛽) =
( )

( )( )
      ,     lim

→
ℎ(𝑥) = 𝜃 

Theorem 2. 

The hazard rate function ℎ(𝑥) of the TLG distribution 

is increasing  

Proof. 

Using Glaser[6] ,since ɳ(𝑥) = − ln 𝑓(𝑥) =
( )

( )
=

−
( )( ( ) ) ( )

+ 𝜃 

It follows that;  ɳ (𝑥) = (
( )( ( ) ) ( )

)  

For > 0 , ɳ (𝑥) > 0 , i.e ɳ(𝑥) is increasing . Therefore 

ℎ(𝑥) is increasing Fig(2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.4 Reversed hazard function  

Reversed hazard function is defined  by 𝑟(𝑥) =
( )

( )
 , 

then for TLG distribution 

𝑟(𝑥) =

( ) ( ( ) ( ))

( )( ) ( ) ( ( ( ) ( ) ))
 , 𝑥 >

𝛽, 𝜃 > 0, 𝛽 > 0(5) 

Thereversed hazard rate function 𝑟(𝑥) of TLG 

distribution is decreasing. 

 

 

 

 

𝑥 

β = 10 

ℎ(𝑥) 

Fig. (2): Hazard function of the TLG at different parameter values 
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3.5 Mean residual life function  

The mean residual life function 𝜇(𝑥) = 𝐸(𝑋 − 𝑥❘X >

x)of TLG distribution is defined by  

𝜇(x) =
1

𝑅(𝑥)
𝑅(𝑡) d𝑡

∞

 

                                                          =

 
( ( ( ) ( )))

( ( ( ) ( ) ))
                  (6) 

The behaviour of 𝜇(x) at 𝑥 = 0 and at infinity , 

respectively , are driven by  

𝜇(0) =
( ( ) )

( ( ( ) ))
 ,       lim

→
𝜇(𝑥) =  

For TLG distribution the mean residual life 𝜇(x) is 

decreasing Fig 4, since ℎ(𝑥) isincreasing according to 

Lemma(2), Brysson and Siddique[3] 

 

 

 

 

 

 

 

 

4. Moments and Associated Measures  

The 𝑟  raw moments (about the origin) of TLG 
distribution is given by  

𝜇 = 𝐸(𝑥 ) = 𝑥 𝑓(𝑥) d𝑥
∞

 

𝜇

= 𝑥
𝜃

1 + 𝜃
((𝑥 − 𝛽) +

𝜃(1 + 𝑥)

𝜃(1 + 𝛽) + 1
)𝑒 ( ) d𝑥

=
1

(1 + 𝜃)(1 + 𝜃 + 𝛽𝜃)
𝜃 (𝛽𝜃) (𝛽 𝜃 (𝛽𝜃) (1

+ (2 + 𝛽)𝜃) + 𝑒 (1 + 𝑟 + 𝑟(2 + 𝛽)𝜃 + 𝜃(2 − (−1

+ 𝛽 + 𝛽 )𝜃))(𝑟(𝛽𝜃) Γ[𝑟] + 𝛽 𝜃 (−Γ[1 + 𝑟] + Γ[1

+ 𝑟, 𝛽𝜃]))) 

The first four moments about the origin of the TLG 
distribution have been obtained as: 

𝜇 =
2 + 𝜃(4 + 𝜃 + 𝛽(3 + 𝜃(3 + 𝛽 + 𝜃 + 𝛽𝜃)))

𝜃(1 + 𝜃)(1 + 𝜃 + 𝛽𝜃)
 

𝜇 = (6 + 𝜃(2(6 + 𝜃) + 𝛽(10 + 𝜃(2(5 + 𝜃) + 𝛽(5

+ 𝜃(4 + 𝛽 + 𝜃 + 𝛽𝜃))))))/(𝜃^2 (1

+ 𝜃)(1 + 𝜃 + 𝛽𝜃)) 

𝜇 = ((24 + 𝜃(6(8 + 𝜃) + 𝛽(42 + 𝜃(6(7 + 𝜃)

+ 𝛽(24 + 𝜃(3(6 + 𝜃) + 𝛽(7 + 𝜃(5

+ 𝛽 + 𝜃 + 𝛽𝜃)))))))))/((𝜃^3 (1

+ 𝜃)(1 + 𝜃 + 𝛽𝜃))) 

𝜇 = ((120 + 𝜃(24(10 + 𝜃) + 𝛽(216 + 𝜃(24(9 + 𝜃)

+ 𝛽(132 + 𝜃(12(8 + 𝜃) + 𝛽(44

+ 𝜃(4(7 + 𝜃) + 𝛽(9 + 𝜃(6 + 𝛽 + 𝜃

+ 𝛽𝜃)))))))))))/((𝜃^4 (1 + 𝜃)(1

+ 𝜃 + 𝛽𝜃))) 

Therefore, the mean and variance of TLG distribution 
respectively , are  

𝜇 =
( ( ( )))

( )( )
  , 𝜎 =

( ) ( ( )) ( )( ) ( )

( ) ( )
 

The first four central Moments about the mean are then 
given by: 

𝜇 = 𝐸[(𝑥 − 𝜇) ] 

𝜇 = (2 + 4(2 + 𝛽)𝜃 + 2(6 + 𝛽(6 + 𝛽))𝜃^2 + 4(1

+ 𝛽)(2 + 𝛽)𝜃^3 +〖(1

+ 𝛽)〗^2 𝜃^4)/(𝜃^2 〖(1

+ 𝜃)〗^2 〖(1 + 𝜃 + 𝛽𝜃)〗^2 ) 

𝜇 = (2(2 + 6(2 + 𝛽)𝜃 + 6(5 + 𝛽(5 + 𝛽))𝜃 + 2(2

+ 𝛽)(10 + 𝛽(10 + 𝛽))𝜃 + 6(1

+ 𝛽)(5 + 𝛽(5 + 𝛽))𝜃

+ 6(1 + 𝛽) (2 + 𝛽)𝜃

+ (1 + 𝛽) 𝜃 ))

/(𝜃 (1 + 𝜃) (1 + 𝜃 + 𝛽𝜃) ) 

𝑥 

𝑥 

𝜇(x) 

Fig(4). Mean residual life of TLG at different parameter values 

Fig. (3): Reversedhazard function of the TLG at 
different parameter values 
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θ = 0.5, β = 1 
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𝜇 = (3(8 + 32(2 + 𝛽)𝜃 + 16(14 + 𝛽(14 + 3𝛽))𝜃

+ 32(2 + 𝛽)(7 + 𝛽(7 + 𝛽))𝜃

+ 4(139 + 𝛽(278 + 𝛽(179

+ 2𝛽(20 + 𝛽))))𝜃 + 8(1 + 𝛽)(2

+ 𝛽)(27 + 𝛽(27 + 4𝛽))𝜃

+ 4(1 + 𝛽) (50 + 𝛽(50 + 11𝛽))𝜃

+ 24(1 + 𝛽) (2 + 𝛽)𝜃

+ 3(1 + 𝛽) 𝜃 ))

/(𝜃 (1 + 𝜃) (1 + 𝜃 + 𝛽𝜃) ) 

 

The skewness (𝛽 ) and kurtosis (𝛽 ) measures can be 
obtained from the expressions  

                          𝛽  =

( ( ) ( ( )) ( )( ) ( ) )
  

             𝛽  =

( ( ) ( ( )) ( )( ) ( ) )
 

Where, 

A = (4(2 + 6(2 + 𝛽)𝜃 + 6(5 + 𝛽(5 + 𝛽))𝜃 + 2(2

+ 𝛽)(10 + 𝛽(10 + 𝛽))𝜃 + 6(1

+ 𝛽)(5 + 𝛽(5 + 𝛽))𝜃

+ 6(1 + 𝛽) (2 + 𝛽)𝜃

+ (1 + 𝛽) 𝜃 ) ) 

𝐵 = (3(8 + 32(2 + 𝛽)𝜃 + 16(14 + 𝛽(14 + 3𝛽))𝜃

+ 32(2 + 𝛽)(7 + 𝛽(7 + 𝛽))𝜃

+ 4(139 + 𝛽(278 + 𝛽(179

+ 2𝛽(20 + 𝛽))))𝜃 + 8(1 + 𝛽)(2

+ 𝛽)(27 + 𝛽(27 + 4𝛽))𝜃

+ 4(1 + 𝛽) (50 + 𝛽(50 + 11𝛽))𝜃

+ 24(1 + 𝛽) (2 + 𝛽)𝜃

+ 3(1 + 𝛽) 𝜃 )) 

 

5. The Characteristic and the Moment generating 
functions 

The characteristic function of TLG distribution is given 
by  

𝜑(𝑡) = 𝑒 (
𝜃

1 + 𝜃
((𝑥 − 𝛽)

+
𝜃(1 + 𝑥)

𝜃(1 + 𝛽) + 1
)𝑒 ( )) d𝑥 

=
𝑒 𝜃 (1 + 𝜃(2 + 𝛽 − 𝑖𝑡(1 + 𝛽) + 𝜃 + 𝛽𝜃))

(1 + 𝜃)(−𝑖𝑡 + 𝜃) (1 + 𝜃 + 𝛽𝜃)
 

The moment generating function of TLG distribution is 
given by  

𝑀 (𝑡) = 𝑒 (
𝜃

1 + 𝜃
((𝑥 − 𝛽)

+
𝜃(1 + 𝑥)

𝜃(1 + 𝛽) + 1
)𝑒 ( )) d𝑥 

=
𝑒 𝜃 (1 + 𝜃(2 + 𝛽 − 𝑡(1 + 𝛽) + 𝜃 + 𝛽𝜃))

(𝑡 − 𝜃) (1 + 𝜃)(1 + 𝜃 + 𝛽𝜃)
, 

 

6. Bonferroni and Lorenz Curves 

The Bonferroni and Lorenz curves and Gini index have 
many applications not only in economics to study 
income and poverty , but also in other fields like 
reliability , medicine and insurance .  

The Bonferroni curve 𝐵 [𝐹(𝑥)] is given by 

𝐵 [𝐹(𝑥)] =
( )

∫ 𝑢𝑓(𝑢)𝑑𝑢 , 

Equivalently given by  

𝐵 (𝑝) = ∫ 𝐹 (𝑡)𝑑𝑡 ,  

where 𝑝 = 𝐹(𝑥) and 𝐹 (𝑡) = inf {𝑥: 𝐹(𝑥) ≥ 𝑡} .From 

the relationship between the Bonferroni curve and the 

mean residual life lifetime given by theorem 2.1 of 

Pundir et al.[13], the Bonferroni curve of distribution 

function F of TLG distribution is given by  

𝐵 [𝐹(𝑥)] = 1/(((2 + 𝜃(4 + 𝜃 + 𝛽(3 + 𝜃(3 + 𝛽 + 𝜃

+ 𝛽𝜃))))/(𝜃(1 + 𝜃)(1 + 𝜃

+ 𝛽𝜃)))(1 − (𝑒^((𝛽 − 𝑥)𝜃) (1

+ 𝜃(2 + 𝑥 + 𝜃 − 𝛽(1 + 𝛽)𝜃 + 𝑥(2

+ 𝛽)𝜃)))/((1 + 𝜃)(1 + 𝜃

+ 𝛽𝜃)))) ∫ _𝛽^𝑥▒〖𝑢 𝜃^2/(1

+ 𝜃)((𝑢 − 𝛽) + (𝜃(1 + 𝑢))/(𝜃(1

+ 𝛽) + 1))𝑒^(−𝜃(𝑢 − 𝛽)) d𝑢〗 

𝐵 [𝐹(𝑥)] = C/((((1 + 𝜃)(1 + 𝜃 + 𝛽𝜃) − 𝑒^((−𝑥

+ 𝛽)𝜃) (1 + 𝜃(2 + 𝑥 + 𝜃 − 𝛽(1

+ 𝛽)𝜃 + 𝑥(2 + 𝛽)𝜃)))(2 + 𝜃(4 + 𝜃

+ 𝛽(3 + 𝜃(3 + 𝛽 + 𝜃 + 𝛽𝜃)))))) 

Where, 
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𝐶 = ((1 + 𝜃)(1 + 𝜃 + 𝛽𝜃)(2 + 𝜃(4 + 𝜃 + 𝛽(3 + 𝜃(3

+ 𝛽 + 𝜃 + 𝛽𝜃))) − 𝑒( ) (2

+ 𝜃(4 + 𝛽 + 𝜃 − 𝛽(1 + 𝛽)𝜃

+ 𝑥 𝜃(1 + (2 + 𝛽)𝜃) + 𝑥(2 + 𝜃(4

+ 𝛽 + 𝜃 − 𝛽(1 + 𝛽)𝜃)))))) 

In addition, Lorenz curve of F that follows the TLG 

distribution can be obtained by            𝐿 [𝐹(𝑥)] =

𝐵 [𝐹(𝑥)]𝐹(𝑥). 

The scaled total time and cumulative total time on test 

transform of a distribution function 𝐹Pundir et al.[13] 

are respectively obtained by, 

𝑆  [𝐹(𝑡)] = ∫ 𝐹(𝑢) 𝑑𝑢, 𝐶 = ∫ 𝑆  [𝐹(𝑡)]𝑓(𝑡)𝑑𝑡 

Hence, for TLG distribution 

𝑆  [𝐹(𝑡)] = (2 + 𝜃(4 + 𝜃 + 𝛽(2 + 𝜃)) − 𝑒^((−𝑡

+ 𝛽)𝜃) (2 + 𝜃(4 + 𝛽 + 𝜃 − 𝛽(1

+ 𝛽)𝜃 + 𝑡(1 + (2 + 𝛽)𝜃))))/(2

+ 𝜃(4 + 𝜃 + 𝛽(3 + 𝜃(3 + 𝛽 + 𝜃

+ 𝛽𝜃)))) 

𝐶 = D/((𝜃^2 (1 + 𝜃 + 𝛽𝜃)((1 − (𝑒^((−𝑥

+ 𝛽)𝜃) (1 + 𝜃(2 + 𝑥 + 𝜃 − 𝛽(1

+ 𝛽)𝜃 + 𝑥(2 + 𝛽)𝜃)))/((1 + 𝜃)(1

+ 𝜃 + 𝛽𝜃)))(2 + 𝜃(4 + 𝜃 + 𝛽(3

+ 𝜃(3 + 𝛽 + 𝜃 + 𝛽𝜃))))) ⨯ 𝜃^2/(1

+ 𝜃))) 

Where,𝐷 = (((1 + 𝜃)(1 + 𝜃 + 𝛽𝜃) + 𝑒( ) (−1 +

𝜃(−3 + (−3 + 𝛽 )𝜃)))(2 + 𝜃(4 + 𝜃 + 𝛽(3 + 𝜃(3 +

𝛽 + 𝜃 + 𝛽𝜃))) − 𝑒( ) (2 + 𝜃(4 + 𝛽 + 𝜃 − 𝛽(1 +

𝛽)𝜃 + 𝑥 𝜃(1 + (2 + 𝛽)𝜃) + 𝑥(2 + 𝜃(4 + 𝛽 + 𝜃 −

𝛽(1 + 𝛽)𝜃)))))) 

The Gini index can be obtained from the relationship =

1 − 𝐶  . 

7. Estimation and inference 

In this section, we consider maximum likelihood 

estimation and method of moment estimation. In 

addition, providing expressions for the associated 

observed Fisher information matrix 

7.1 Maximum likelihood estimation 

Let 𝑥 , 𝑥 , … … . , 𝑥  be a random sample of size n from 

the TLG distribution with p.d.f (1). The log-likelihood 

function ℒ(𝜃, 𝛽) is given by 

ℒ(𝜃, 𝛽) = 2n log θ − n log(1 + θ)  + log (x − β)

+
θ(1 + x )

θ(1 + β) + 1
− θ x + θnβ 

It follows that the maximum likelihood estimators 

(MLEs), say 𝜃, 𝛽, are the simultaneous solutions of the 

equations, 

𝑈 (𝜃, 𝛽) =
𝜕

𝜕𝜃
ℒ(𝜃, 𝛽) 

       

= 𝑛𝛽 − 𝑥

+
1 + 𝑥

(1 + 𝜃 + 𝛽𝜃)(𝜃 − 𝛽(1 + 𝜃 + 𝛽𝜃) + (1 + (2 + 𝛽)𝜃)𝑥 )

+
2𝑛

𝜃
−

𝑛

1 + 𝜃
 

𝛽 = 𝑚𝑖𝑛 𝑥    ,            1 ≤ 𝑖 ≤ 𝑛 

7.2 Method of Moments 

The method of moments is another commonly 
technique used in parameter estimation For the TLG 
distribution , we have 

𝐸(𝑋|𝜃, 𝛽) =
( ( ( )))

( )( )
, 

𝑉𝑎𝑟(𝑋|𝜃, 𝛽) = (6 + 𝜃(2(6 + 𝜃) + 𝛽(10 + 𝜃(2(5

+ 𝜃) + 𝛽(5 + 𝜃(4 + 𝛽 + 𝜃

+ 𝛽𝜃))))))/(𝜃^2 (1 + 𝜃)(1 + 𝜃

+ 𝛽𝜃)) 

The method of moments estimates 𝜃  and 𝛽  for 
𝜃 and 𝛽 respectively, are obtained by solving the 
equations : 

𝐸 𝑋 𝜃 , 𝛽 = �̅�,       𝑉𝑎𝑟 𝑋 𝜃 , 𝛽 =

𝑆 , 

7.3 Information matrix 
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The elements of the expected Fisher information 

matrix = 𝐼  ,𝑖, 𝑗 = 1,2,  about (𝜃, 𝛽) from a single 

observation are given by 

𝐼 = 𝐸[−
𝜕

𝜕𝜃
ln 𝑓(𝑥)] 

𝐼 = 𝐸[−
𝜕

𝜕𝛽
ln 𝑓(𝑥)] 

𝐼 = 𝐼 = 𝐸[−
𝜕

𝜕𝜃𝜕𝛽
ln 𝑓(𝑥)] 

[
𝜕

𝜕𝜃
ln 𝑓(𝑥)]

= −
2

𝜃
+

1

(1 + 𝜃)
+

(1 + 𝛽)

(1 + 𝜃 + 𝛽𝜃)

−
(−1 + 𝛽 + 𝛽 − 𝑥(2 + 𝛽))

(𝑥 + 𝜃 + 𝑥(2 + 𝛽)𝜃 − 𝛽(1 + 𝜃 + 𝛽𝜃))
 

[
𝜕

𝜕𝛽
ln 𝑓(𝑥)]

=
−1 +

( ) ( ( ( )( ) ))

( )

(𝑥 − 𝛽 +
( )

)
 

[
𝜕

𝜕𝜃𝜕𝛽
ln 𝑓(𝑥)]

= 1 −
1

(1 + 𝜃 + 𝛽𝜃)

+
1 + 𝑥 + 𝑥 − 2𝑥𝛽 + 𝛽

(𝑥 + 𝜃 + 𝑥(2 + 𝛽)𝜃 − 𝛽(1 + 𝜃 + 𝛽𝜃))
 

Applying standard large-sample theory of maximum 
likelihood estimators, Lehmann et al.[8]  we have  

√𝑛
𝜃 − 𝜃
𝛽 − 𝛽

→ 𝑁 (0, 𝐼 ), 

Where→ denotes convergence in distribution and  𝐼  
is the inverse of the matrix 𝐼. 

Now the asymptotic variances and covariance of MLEs 

𝜃 and 𝛽 are given by 

𝑣𝑎𝑟 𝜃 =
∆
 , 𝑣𝑎𝑟 𝛽 =

∆
 ,𝑐𝑜𝑣 𝜃, 𝛽 =

∆
 

where ∆= 𝐼 𝐼 − 𝐼  is the determinant of the matrix 
𝐼 . 

The asymptotic 100(1 − 𝛼)% confidence interval of 𝜃 

and 𝛽, respectively, are given by,𝜃 ± 𝑧 𝑣𝑎𝑟 𝜃    ,  

𝜃 ± 𝑧 𝑣𝑎𝑟 𝛽  , 

where 𝑣𝑎𝑟 𝜃    , 𝑣𝑎𝑟 𝛽  is the MLE of 

𝑣𝑎𝑟 𝜃 , 𝑣𝑎𝑟 𝛽  and 𝑧  is the upper 𝛼 2 quantile of 

the standard normal distribution. 

8. Probability and Cumulative Function of Order 
Statistics 
Suppose 𝑋 , 𝑋 , … … . , 𝑋 is a random sample from TLG 
distribution. Let 𝑋 : < 𝑋 : < ⋯ < 𝑋 :  denote the 
corresponding order statistics. The probability density 
function and the cumulative distribution function of the 
𝑘𝑡ℎ order statistic, say 𝑌 = 𝑋 :  are given by 

𝑓 (𝑦) =
𝑛!

(𝑘 − 1)! (𝑛 − 𝑘)!
𝐹 (𝑦){1

− 𝐹(𝑦)} 𝑓(𝑦) 

𝑓 (𝑦)

=
𝑛!

𝛤[𝑘]𝛤[1 − 𝑘 + 𝑛]
.

𝜃

1 + 𝜃
(𝑦 − 𝛽)

+
𝜃(1 + 𝑦)

𝜃(1 + 𝛽) + 1
𝑒 ( ) . 1

− 𝑒 ( ) 1

+
𝜃(𝑦 − 𝛽)(1 + 2𝜃 + 𝜃𝛽)

(1 + 𝜃)(1 + 𝜃 + 𝜃𝛽)
. 𝑒 ( ) 1

+
𝜃(𝑦 − 𝛽)(1 + 2𝜃 + 𝜃𝛽)

(1 + 𝜃)(1 + 𝜃 + 𝜃𝛽)
 

 
And, 

𝐹 (𝑦) =
𝑛
𝑚

𝐹 (𝑦) × [1 − 𝐹(𝑦)]  

𝐹 (𝑦) =
𝑛
𝑚

1

− 𝑒 ( ) 1

+
𝜃(𝑦 − 𝛽)(1 + 2𝜃 + 𝜃𝛽)

(1 + 𝜃)(1 + 𝜃 + 𝜃𝛽)

× 𝑒 ( ) 1

+
𝜃(𝑦 − 𝛽)(1 + 2𝜃 + 𝜃𝛽)

(1 + 𝜃)(1 + 𝜃 + 𝜃𝛽)
 

 

9. Simulation Studies  

The equation (𝑥) − 𝑢 = 0 , where u is an observation 
from the uniform distribution on (0,1) and 𝐹(𝑥)  is 
cumulative distribution function of distribution is used 
to carry out the simulation study to generate data from 
distribution. The simulation experiment was repeated 
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𝑁 = 1000 𝑡𝑖𝑚𝑒𝑠 each with sample sizes; 𝑛 =

30,50,70,90 𝑎𝑛𝑑(𝜃, 𝛽) = (1,1), (0.1,0.01), (1,0.7)  
 
.The following measures were computed: 

(i) Average bias of 𝛾 of the parameter 𝜃, 𝛽 

1

𝑁
( 𝛾 − 𝛾) 

(ii) The Mean square error (MSE) of the 𝛾 of 
the parameter 𝜃, 𝛽 

1

𝑁
(𝛾 − 𝛾)  

Table (1) present the average bias and the MSE of the 

estimates. The values of the bias are seen to be small 

and positive and the values of the MSE’s decreases 

while the sample size increases. 

Table (1) :Bias and MSE for the parameters 𝜃 , 𝛽 

𝜽 𝜷 N 
Bias 

(𝜽) 
MSE(𝜽) Bias(𝜷) MSE(𝜷) 

1 1 30 0.0612 0.0483 0.0399 0.0808 

 

50 0.0463 0.0259 0.0375 0.0529 

70 0.0355 0.0194 0.0333 0.0389 

90 0.0189 0.0137 0.0152 0.0275 

0.1 0.01 30 0.0063 0.0005 0.4484 10.3194 

 

50 0.0048 0.0003 0.4146 6.7339 

70 0.0037 0.0002 0.3784 4.9484 

90 0.0019 0.0001 0.1726 3.444 

1 0.7 30 0.0608 0.0480 0.0398 0.0846 

 

50 0.0461 0.0258 0.0377 0.0553 

70 0.0354 0.0193 0.0336 0.0406 

90 0.0189 0.0136 0.0152 0.0287 

10. Application 

This Section is devoted to illustrate the applicability of 

TLG distribution to real dataset represent the strength 

of glass of the aircraft window. The data is presented in 

Table (2) of Fuller[4] and Singh,et.al.[15].TLG 

distribution is fitted to these data and compared its 

fitting with some usual survival distributions. Namely, 

Weibull, Exponential, Gamma, Lindley(LD) and its 

truncated models (LTLD,RTLD), Burr, Logistic, 

Loglogistic and Frechet distributions. 

 

Table 2:Strength of glass of the aircraft window 

18.83 20.80 21.657 23.03 

23.23 24.05 24.321 25.5 

25.52 25.80 26.69 26.77 

26.78 27.05 27.67 29.9 

31.11 33.20 33.73 33.76 

33.89 34.76 35.75 35.91 

36.98 37.08 37.09 39.58 

44.045 45.29 45.381  

 

To compare the goodness-of-fit of above models, we 

used the Akaikes information criterion (AIC), 

Corrected Akaikes information criterion (AICC), 

Bayesian information criterion (BIC) and Kolmogorov-

Smirnov (K-S) statistic, which are calculated form the 

following formulae 

𝐴𝐼𝐶 = −2 log(𝐿) + 2𝑘 

𝐵𝐼𝐶 = −2 log(𝐿) + 𝑘 log(𝑛) 

𝐴𝐼𝐶𝐶 = 𝐴𝐼𝐶 +
2𝑘(𝑘 + 1)

(𝑛 − 𝑘 − 1)
 

where, 𝑘 is the number of parameters, n is the sample 

size. Based on the data, the fitting summary including 

the MLE’s estimates of the parameters, log-likelihood, 

𝐴𝐼𝐶, 𝐴𝐼𝐶𝐶, 𝐵𝐼𝐶  and 𝐾𝑆  statistics values have been 

summarized in Tables(3), indicate that TLG 

distribution is a good competitor to other commonly 

used in reliability field. Moreover, being the best fitting 

considering AIC, BIC, -Log and K-S criterion. 
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Table 3 : Fitted estimates for different distributions 

Distributi

on 

Estimates Log 

L 

AIC AIC

C 

BIC K-S 

Gamma(

𝛼, 𝛽, 𝛾) 

𝛼 = 4.5394 

𝛽 = 3.4844 

𝛾 = 14.994 

461.0

84 

928.1

68 

929.0

5 

932.4

7 

0.129

64 

Burr 

((𝛼, 𝛽, 𝑘) 

𝛼 = 6.1986 

𝛽 = 34.007 

𝑘 = 1.7253 

310.6

11 

627.2

22 

628.1

11 

631.5

24 

0.139

61 

LogLogisti

c(𝛼, 𝛽, 𝛾) 

𝛼 = 4.6348 

𝛽 = 19.26 

𝛾 = 10.442 

263.0

26 

526.0

51 

526.9

40 

5363

53 

0.135

87 

Frechet(

𝛼, 𝛽) 

𝛼 = 4.8652 

𝛽 = 26.502 

105.3

84 

214.7

68 

215.1

96 

217.6

36 

0.167

57 

Exp(𝜆, 𝜈) 𝜆 = 0.08346 

�̂� = 18.83 

107.9

84 

219.9

68 

220.3

97 

222.8

36 

0.201

09 

LD(𝜃) 𝜃 = 0.06299 126.9

94 

225.9

88 

256.1

26 

256.9

71 

0.333 

RTLD(

𝜃, 𝜉) 

𝜃 = 0.00754 

𝜉 = 45.381 

110.2

16 

224.4

31 

224.8

60 

223.4

14 

0.184 

Weibull(

𝛼, 𝛽) 

𝛼 = 0.00017 

𝛽 = 2.5046 

113.0

67 

230.1

35 

230.5

63 

229.1

17 

0.225 

LTLD(

𝜃, 𝜈) 

𝜃 = 0.10974 

𝜈 ̂ = 18.83 

107.1

03 

218.2

05 

218.6

34 

217.1

88 

0.15 

TLG(𝜃, 𝛽) 𝜃 = 0.191 

𝛽 = 0.894 

104.4

2 

212.8

4 

213.2

69 

215.7

08 

0.120

83 

 

Figure (5) illustrates the Q-Q plot for the considered 

dataset for all distributions considered in this paper. 

From the above results, it is evident that that mixture of 

truncated reliability models in the for of TLG 

distribution could provide better distribution for fitting 

the reliability dataset compared with other distributions 

considered here. 
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11. Conclusion 

In this paper, a left truncated Lindley Gamma 
distribution (TLG) is proposed. The behavior of its 
density, hazard function as well as several statistical 
and reliability measures for the TLG distribution are 
studied. The maximum likelihood and method of 
moment estimators are constructed for estimating the 
unknown parameters. In addition, interval estimation is 
discussed. We have been compared through the 
goodness of fit statistics and found that the left 
truncated Lindley Gamma (TLG) distribution provides 
more flexible to the data of the window strengths. It is 
concluded that mixture of truncated reliability 
distributions may give more effective to model real 
problems .Hence, we can recommend the use of the left 
truncated Lindley Gamma  distribution as one of these 
models in various fields where such type of truncated 
data are commonly encountered. 
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 ليندلي جاما المبتورتوزيع 
 د. وفاء انور عبد اللطيف حسانين , تغريد عبد العزيز الحداد 

جامعه طنطا  –كليه العلوم  –قسم الرياضيات   

كثافه  تم تقديم التوزيع الجديد ذات المعلمتين ليندلي جاما المبتور ودراسه خصائصه . تضمن هذه الخصائص سلوك داله
نيات الاحتمال الخاصه بهذا التوزيع وداله المخاطره والعزوم المرتبطه وداله المخاطره العكسيه ومتوسط العمر المتبقي ومنح

ير بفترة . تم خدام دالة الإمكان العظمي وطريقه العزوم. علاوة علي ذلك تم تحقيق التقدلورينز وبنفروني. التقدير بنقطه بإست
داءهذا التوزيع تنفيذ محاكاة المخططات لإختبار التحيز ومتوسط مربع الخطأ للمقدرات.واخيرا تطبيق بيانات حقيقيه لتوضيح أ

 ومقارنته ببعض التوزيعات المعروفه. 

 


